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Abstract. Competitive pressures have steadily driven commercial banks to stra-
tegically focus on generating returns to shareholders. This research article pur-
pose is to analyze and provide a summary about the impacts of key financial 
ratios (key metrics) on the effectiveness and efficiency of commercial banking 
industry, which reflects on the shareholder return of these banks, using machine 
learning and the official data of the banking industry in the USA. In this article, 
we study key metrics for commercial banks, and analyze annual financial and 
operating data of some biggest, publicly traded commercial banks in the USA in 
order to find out some predictive models using machine learning algorithms, par-
ticularly for panel data, and therefore, to give investors, shareholders, or asset 
managers a reliable tool to evaluate and forecast the performance of commercial 
banks. 

Keywords: Machine learning, Commercial banking, Metric, Panel data, Share-
holder return. 

1 Introduction 

The COVID-19 pandemic had a tremendous impact on the global economy, and the 
banking industry has not been immune to its effects. The uncertainty made it difficult 
to accurately predict bank performance, as the pandemic has created unprecedented 
conditions that cannot be easily compared to previous economic crises. In addition, 
regulatory changes and government interventions to mitigate the impact of the pan-
demic on the economy further complicate forecasting efforts. 

On the flip side, the pandemic also presented opportunities for innovation and the 
growth of technologies, which motivated many sectors to turn to digital solutions to 
adapt to the new normal. Many modern technologies, such as artificial intelligence (AI), 
cloud computing, or the Internet of Things (IoT), have become effective tools to store, 
analyze, and make predictions from the enormous amount of data.  

For the decision-making process, AI and machine learning tools started to play a 
vital role in identifying and responding to many business problems, as well as support-
ing trends and demand forecasts in both short-term and long-term strategies. This is 
concluded in a survey done by KPMG [9] which shows that as of 2021, 83% of players 
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in the financial services sector were using AI in some kind, hence in terms of AI pene-
tration, financial sector came behind only the manufacturing sector, which had a 93% 
penetration rate. KPMG [9] also forecasts that over the period 2022-2027, the value of 
investments in AI in the banking and finance industry will increase at an average rate 
of 31.5% annually, rising from $13.9 billion in 2022 to $54.7 billion by 2027. 

Among the innumerable factors impacting the stock prices and performances of 
banks, it is recommended to look for insights from historical data, which can be easily 
accessed through financial statements and other related documents. Investors or share-
holders can utilize AI or machine learning tools to collect and process large amounts of 
data, as well as identify trends and patterns that may not be visible to human analysts. 
As more and more data is stored to train these models, their accuracy will continue to 
increase, making them reliable tools for decision-making in the future. 

Total Shareholder Returns (TSR) is a key metric used to evaluate the performance 
of banks and assess the value delivered to shareholders over a specific period. TSR 
considers both capital appreciation (stock price growth) and dividends received by 
shareholders. It provides a comprehensive view of the overall return generated by an 
investment in a bank's stock. 

Several research studies have been carried out on variables that influence the values 
of TSR. Most of these studies have focused on the relationship between TSR and sev-
eral metrics that support their research objectives, or the role of TSR in indicating the 
performance of an organization. For example, Mburu et al. (2018) [7] studied the rela-
tionship between TSR and working capital management to establish a direct association 
between the two metrics. Ataünal et al. (2016) [3] studied the relationship between rev-
enue growth and creation of shareholder value (aka TSR) using a sample of 243 non-
financial Standard and Poor's 500 (S&P500) companies using 22 years of data (1993–
2014). It was observed that when growth rates surpass sustainable growth rates, com-
panies turn out ruining their value.  

In the last 5 years, the number of studies about machine learning models in the fi-
nance sector has increased, using various techniques and comparing their accuracy. For 
instance, Al-Dmour et al. (2018) [2] tried to predict business performance by using 
multiple linear regression (MLR) method and neural network method. Their work com-
pared the accuracy power of ANN (artificial neural networks) and MLR using the reli-
ability of accounting information systems as independent variables, and business per-
formance as a dependent variable.  

Barnes and Lee (2007) [5] conducted a study implementing the feature selection 
method for examining the characteristics that contribute to company wealth creation in 
the Miscellaneous Industrials sector of the Australian Stock Exchange. They examined 
whether a multiple-domain model outperforms a single-domain model in forecasting 
company fortune by comparing conventional and artificial intelligence (AI) feature se-
lection techniques. The study uncovered that a multiple-domain model was the most 
effective and that attributes such as WACC, Funds from Operation/EBITDA, and EPS 
were pivotal in determining the direction of change in shareholder wealth. ROA, capital 
turnover, and gross Debt/Cashflow were also essential characteristics for comprehend-
ing relative shareholder growth. Using neural networks and feature selection methods, 
the study assessed that the multi-domain model [GRNN (Classification)-Logistic into 
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GRNN (Prediction)-Logistic] could reduce the top ten features implying the health of 
a company from 46 to 3, while maintaining a high level of performance in both two 
focus points. However, not all research focuses on predicting the TSR by the influence 
of metrics in their financial statements, as they often focus on predicting the stock price 
in the short term. 

There is little research focusing on the impact of many other metrics in financial 
statements due to the difficulties in collecting data among companies, as well as the 
differences in the format of the financial statements. This research aims to solve this 
problem, with the scope of the research focusing on large commercial banks in the 
USA, and information accessible and standardized by the Federal Financial Institu-
tions Examination Council's (FFIEC) [11], a US government body. From then on, the 
research focuses on identifying the impact of key metrics in financial statements on 
TSR using machine learning techniques.  

2 Research Questions, Methodology and Scope of Research 

The aim of this research is (1) to identify the essential metrics in financial statements 
that influence the value of TSR, and (2) to explore different machine learning algo-
rithms that can bring out reliable prediction models for the values of TSR, based on 
those metrics.  

Methodology & scope of research:  
Qualitative: We study various machine learning techniques used to process panel 

data. We also study 41 key metrics for commercial banking industry such as Net Inter-
est Income/Average Assets, Net Loan and Lease/Assets, Growth rate of Net Loan and 
Leases, etc. 

Quantitative: we collect and analyze data of the 30 largest banks in the US. We ob-
tain 10 years of data (2013-2022) from Uniform Bank Performance Report (UBPR) 
tool, which is implemented by Federal Financial Institutions Examination Council's 
(FFIEC) [11] and their stock prices from Yahoo Finance [12]. From there we use vari-
ous machine learning techniques to identify the impact of key metrics on TSR.    

3 Machine Learning for Panel Data 

As indicated beforehand, many financial and banking industry prediction models em-
ploy linear models and time series analysis. However, these methodologies may over-
look several nonlinear relationships that have a significant impact on the performance 
of the bank. Despite their findings that help investors understand the trends and vola-
tility of a particular stock or business over time, investors need to spread their invest-
ments across multiple companies and institutions rather than placing all their eggs in 
one basket. 

  Using cross-sectional analysis, investors can develop prediction models that can 
analyze numerous organizations over a single time frame, using a variety of attributes 
as predictors of business performance. In addition, the increase in factors influencing 
TSR and bank performance revealed the limitations of traditional linear models and 
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time series analysis. In the meantime, the adoption of numerous non-parametric ap-
proaches that leverage the power of machine learning algorithms, such as deep neural 
networks, has demonstrated the potential to improve the accuracy of predictions by 
nonlinearly combining various factors. Masaya and Nakagawa (2020) [6] developed a 
cross-sectional framework for daily stock price prediction using deep learning for in-
vestment management. They discovered that deep neural network (DNN)-based stock 
price prediction prevails over the random forest and ridge regression. 

  Observations collected from multiple entities (such as individuals, businesses, and 
countries) over time generate panel data, a form of longitudinal data. It has both cross-
sectional and time-series dimensions, making it a valuable tool for analyzing dynamic 
relationships and changes over time. Incorporating both within-entity (cross-sectional) 
and between-entity (time-series) variations, panel data analysis techniques provide in-
sights into individual and aggregate behaviors, trends, and dependencies. 

  Recent research has explored the efficacy of machine learning techniques in panel 
data analysis across multiple disciplines. Adeboye and Alabi (2022) [1] compared the 
work of various deep learning models for dynamic panel data to examine the relation-
ship between macroeconomic indicators and economic development in several African 
nations, thereby identifying policy implications. Ding, Wang, Zhang, and Zhong (2022) 
[10] utilized a machine-learning-based model to forecast house prices in several Chi-
nese regions. The optimal model using the CatBoost algorithm allowed the authors to 
explain the fluctuations in housing costs and the most key variables. 

4 Total Shareholder Returns and Key Financial Metrics of the 
Commercial Banking Industry 

4.1 Total Shareholder Returns (TSR) 

TSR is the total return of a stock for a given period, or the capital gain plus dividends.  
The annual TSR is calculated by the following formula: 

ݎ��݁ݕ ݂݋ ݀݊݁ ݐ�� ݁��݅ݎ��) − (ݎ��݁ݕ ݂݋ ݃݊݅݊݊݅݃݁�� ݐ�� ݁��݅ݎ�� + ݏ݀݊݁݀݅ݒ݅��
ݎ��݁ݕ ݂݋ ݃݊݅݊݊݅݃݁�� ݐ�� ݁��݅ݎ�� = 

ݎ��݁ݕ ݂݋ ݀݊݁ ݐ�� ݁��݅ݎ݌ ݃݊݅ݏ݋݈�� ݀݁ݐݏݑ݆݀� − ݎ��݁ݕ ݂݋ ݃݊݅݊݊݅݃݁�� ݐ�� ݁��݅ݎ݌ ݃݊݅ݏ݋݈�� ݀݁ݐݏݑ݆݀�
ݎ��݁ݕ ݂݋ ݃݊݅݊݊݅݃݁�� ݐ�� ݁��݅ݎ݌ ݃݊݅ݏ݋݈�� ݀݁ݐݏݑ݆݀�  

   The stock price used in this study is the adjusted closing price that already includes 
dividend. We obtain this stock price from Yahoo Finance ([19]).  
 
   In the US, all banks are required to report their data to Uniform Bank Performance 
Report (UBPR) under the standards set by FFIEC ([11]). Key financial metrics of the 
banking industry are divided by UBPR into the following 5 groups:   

4.2 Earnings and Profitability Metrics 

(1) Interest Income to Average Assets 
(2) Interest Expense to Average Assets 
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(3) Net Interest Income to Average Assets 

(4) Noninterest Income to Average Assets 

(5) Noninterest Expense to Average Assets 

(6) Pre-Provision Net Revenue to Average Assets 

(7) Provision: Loan & Lease Losses to Average Assets 

(8) Provision: Credit Loss Other Assets to Average Assets 

(9) Pretax Operating Income to Average Assets 

(10) Realized Gains/Losses Security to Average Assets 

(11) Unrealized Gains / Losses Equity Security to Average Assets 

(12) Pretax Net Operating Income to Average Assets 

(13) Pretax Net Operating Income to Average Assets 

(14) Net Income Attribute to Min Interest to Average Assets 

(15) Net Income Adjusted for Sub-Chapter S Status to Average Assets 

(16) Net Income to Average Assets 

4.3 Margin Analysis   

(17) Average Earning Assets to Average Asset 

(18) Average Interest-Bearing Funds to Average Assets 

(19) Interest Income to Average Earning Assets 

(20) Interest Expense to Average Earning Assets 

(21)  Net Interest Income to Average Earning Assets 

4.4 Loan and Lease Analysis 

(22) Net Loss to Average Total LN&LS 

(23) Earnings Coverage of Net Losses 

(24) LN&LS Allowance to LN&LS Not Held For Sale 

(25) LN&LS Allowance to Net Losses 

(26) LN&LS Allowance to Nonaccrual LN&LS 

(27) Total LN&LS-30-89 DAYS Past Due % 

(28) Total LN&LS-90+ Days PD & Nonaccrual  

(29) Non-Curr LNS+OREO to LNS+OREO 

4.5 Liquidity          

(30) Net Non-Core Funding Dependence $250,000 

(31) Net Loans & Leases to Total Assets  

(32) Net Loans & Leases to Deposits 
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4.6 Capitalization 

(33) Leverage Ratio 

(34) Total Capital Ratio 

(35) Cash Dividends to Net Income 

(36) Non-Curr Lns+OREO to T1 Capital+Allowance 

4.7 Growth Rates 

(37) Total Assets - annual change 

(38) Tier One Capital 12-month growth rate 

(39) Net Loans and Leases 12-month growth rate 

(40) Short Term Investments 12-month growth rate 

(41) Short-Term Non-Core Funding 12-month growth rate 

 

Important Note: Due to paper length constraint, we do not explain the detail of these 

metrics here. But all of these can be found at the Federal Financial Institutions Exami-

nation Council's (FFIEC) Homepage ([11]). We use exact terminologies from FFIEC.    

5 Data Collecting and Processing 

5.1 Data Collecting 

We collect and analyze the annual data of the 30 biggest commercial banks (in terms 

of total assets) in the U.S. Data was collected over a 10-year period, from 2013 to 2022, 

from the Uniform Bank Performance Report (UBPR), retrieved from the Federal Fi-

nancial Institutions Examination Council (FFIEC), and the stock prices from Yahoo 

Finance. The authors collect data from UBPR for each bank via this link: 

https://cdr.ffiec.gov/public/ManageFacsimiles.aspx. To get access to the right bank, it 

is essential to look at the name of the bank and its headquarters location, as well as its 

FDIC Certificate Number (which can be found from other sources on the Internet). 

From then on, the authors can generate a UBPR report within a standard or custom 5-

year period. All data is stored in an Excel file. All the metrics retrieved from UBPR are 

renamed by the formula: R + the number that the metric is assigned. 
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Fig. 1. A part of the final dataset used for building prediction models. 

5.2 Handling Missing Values 

In financial data analysis, missing values are a common challenge that requires careful 
consideration to ensure accurate and reliable results. Especially for time series data, 
absent values will make it challenging to construct a reliable prediction model. How-
ever, in reality, managing missing values in time series data is unavoidable and crucial, 
as a variety of factors and issues disrupt the data collection process daily, such as holi-
days, lost documents, recording errors, etc. 

The authors of this investigation selected the exclusion and zero-filling strategies. 
This includes excluding columns with numerous missing values that cannot be reliably 
supplied. This study retains variables with a small number of missing values in the 
analysis and fills in the missing rows with zeros. This method allows us to retain most 
of the available data while mitigating potential distortions caused by a small number of 
missing values. 

After this step, the data has 296 rows (not including the first row) and 39 columns, 
which has the column for Name of Bank, Year, TSR, and 36 metrics. 

5.3 Data Reduction - Collinearity 

Collinearity, also known as multicollinearity, identifies and evaluates the presence of 
high correlations or linear relationships between predictor variables in a statistical 
model. Collinearity occurs when two or more predictor variables in a regression or pre-
dictive modeling context are highly correlated, making it difficult to distinguish their 
individual effects on the dependent variable. 

In this step, the authors ran a heatmap to detect the multicollinearity among varia-
bles. Some variables will be excluded before working on the feature selection step. 

• Dropped R1 and R2. Reason: R3 is calculated by subtracting R1 from R2. 
• Dropped R15. Reason: The R15 has similarities with R16 with the difference in 

the adjusted net income. Their high correlation shows that the adjusted part is 
insignificant. Hence the authors decided to remove the R15 - Net Income Adjusted 
Sub S/ Average Assets (15).  
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• Dropped R19 and R20. Reason: R21 is calculated by subtracting R19 from R20. 

After this step, the number of metrics besides TSR is decreased to 31 metrics.  

5.4 Data Preparation for Machine Learning Models 

This study will explore different approaches to build a reliable prediction model for 
TSR. For models taking TSR as the dependent variable, all 31 metrics extracted from 
UBPR will be used as the independent ones.  

Several ways to split the data into training and testing datasets have been explored. 
The authors decide to split the data into training and testing datasets with a ratio of 8:2, 
where the training dataset will contain all records in the first 8 years (2013-2020) and 
the testing dataset will contain all records in the latest 2 years (2021 and 2022). Note 
that the data is treated as panel data. 

There are 5 machine learning methods used in this study to compare and evaluate 
their performance to predict the value of TSR, listed in the full name and abbreviation 
below: 

• Vector Autoregression (VAR) 
• Random Forest Regression (RF) 
• XGBoost Regression (XGB) 
• AdaBoost (ADA) 
• Deep Neural Network (DNN) 

5.5 Performance Evaluation Metrics 

This study employs four metrics to assess model performance. Two primary metrics 
are used to evaluate machine learning models: R-squared (measuring model fit) and 
MAPE (measuring model prediction error).  

•       Root Mean Square Error (RMSE)  
•       Mean Absolute Error (MAE)  
•       R-squared (R2)  
•       Mean Absolute Percentage Error (MAPE)  
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6 Machine Learning Models  

6.1 Feature Selection 

 

Fig. 2. Feature selection of TSR, retrieved from Google Colab. 

As shown in the graph, R7 (Provision: Loan & Lease Losses to Average Assets) is the 
variable having the strongest prediction power for all models for TSR. All variables in 
group “Growth Rates" (R37-R41) appeared in the top 10 features, considered they are 
important influential factors in determining the performance and returns of the banks. 

From the correlation heatmap below, it can be observed that TSR has little to no 
correlation with 31 metrics. R7 continues to be a variable that has a significant relation-
ship with TSR, having the highest correlation value (0.11). The top 10 variables having 
a high correlation with TSR are in different groups, with the absolute value ranging 
from 0.06 to 0.09. Based on these results, the authors decide to select all variables for 
the prediction model. 
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Fig. 3. Correlation heatmap for TSR, retrieved from Google Colab. 

6.2 Machine Learning Models 

Table 1. Results from machine learning models for TSR. 

Method RMSE MAE R-squared MAPE 

RF 31.5834 27.7770 0.1018 306.3049 

ADA 30.5013 26.4095 0.1623 286.9792 

XGB 33.0571 27.8628 0.0160 337.3246 

VAR 41.3222 13.0423 0.1986 347.2531 

DNN 28.3718 23.5897 0.2751 325.9167 
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As the table above presents, DNN is the model with the highest fitting degree (R-
squared = 0.27, MAPE = 325.91), while ADA has the best prediction effect (R-squared 
= 0.16, MAPE = 286.97). 

7 Conclusion and Recommendation 

7.1 Conclusion 

This study explores different machine learning approaches to predict TSR throughout 
a particular period (2013-2022) for the top 30 biggest commercial banks in the U.S., 
using metrics from financial reports retrieved from an open-access database of the U.S. 
government (FFIEC). The results of the best models are evaluated by R-squared and 
MAPE, and they show that DNN is the model with the highest fitting degree, while 
ADA has the best prediction effect. A feature selection using random forests and a cor-
relation matrix are conducted to show the top variables impacting the prediction model 
for TSR. 

7.2 Recommendations for Investors 

At an investor's glance, profitability is one of the first priorities when considering po-
tential investments. The banking industry often presents a compelling proposition for 
investors seeking long-term growth and stability. According to the Global Banking An-
nual Review by McKinsey (2022) [8], global revenue in the industry reached a 14-year 
high in 2022, growing by around 345 billion USD after a decade of plateau returns.  

 As a result, to measure directly what investors will get when allocating their money 
in the banking sector, TSR should be well-understood. After examining some US com-
mercial and investment banks’ financial reports, provisions and funding activity are 
believed to have the most influence on the shareholder return metric. On the side of 
income statements, the provision for loan and lease losses is often treated as an expense 
item or a type of ‘contra-asset’ account (Balla et al., 2012, [4]). Although it could be 
accepted that the higher the provision, the lower the potential value that shareholders 
might have, the provision is still crucial for risk management. On the side of funding 
activity, the short-term non-core describes how federal funds as well as commercial 
paper were purchased and managed. This activity often generates regular returns, which 
contribute positive value to investors with such short-term assets. 

7.3 Limitation of Study & Recommendations for Further Research 

Due to the low number of banks and the short period of time, plus the fact that the total 
amount of training and testing dataset is too small, overfitting occurs, despite some 
efforts to conduct hyperparameter tuning and modifications to improve the models of 
the author. For machine learning methods, it is recommended to collect more data from 
other commercial banks to do further research, thus giving the model a better generali-
zation effect and making more accurate predictions. 
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