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Tém tit. Mang no-ron tich chap xép ting da nhiém MTCNN (Multi-Task Cascaded Convolutional
Neural Networks) 1a mé hinh hoc sdu hién dai, cho phép xdc dinh khudén mit & nhiéu gbc nghiéng
khéc nhau, ngay ca trong trong didu kién thiéu sang va mot phin khuén mit bi che khuét. Bai béo
ndy, ching t6i d& xuit giai phap diém danh ty dong bing cch sir dung md hinh MTCNN nhim xéac
dinh vi tri khuon mit, ddng thoi két hop ky thut Triplet Loss dé nhén dién danh tinh dbi twong diém
danh. Ky thuat can chinh khudn mat ciing duoc ap dung nhim gia tang do chinh xac cua nhan dién.
Thyc nghiém cho thiy vé6i sw két hop mé hinh va cac ky thuat nay, ti 1& nhan dién dat 80-95%, ké ca
trong diéu kién thiéu sang, goc nghiéng hay mot phan khuén mat bi che khut.

Tir khéa: diém danh ty dong, nhan dién khudn mit, mang no-ron tich chép.

Abstract. The Multi-Task Cascaded Convolutional Neural Networks (MTCNN) is a modern deep
learning model that allows faces identified at many different views, even in low light and part of the
face is obscured. This article proposes the solution of automatic attendance by using the MTCNN
model to determine faces and the Triplet Loss technique to identify objects. A face alignment tech-
nique has also been applied to increase the accuracy of recognition. The experiment shows that with
the combination of the MTCNN model and the Triplet Loss technique, the recognition rate reaches
80-95% even in low light conditions, view or part of the face is obscured.

Keywords: Automatic attendance, face recognition, neural network.

1 Giéi thigu

Piém danh la cong vige thuong xuyén, hing ngay tai cic truong hoc, co quan, nha may. Tuy nhién, hdu
hét cac don vi nay vin dang thuc hign bing tay hodc ban ty dong théng qua viéc quan sat va ghi nhin sy
¢6 mat ciia ngudi hoc, nhan vién, cong nhén,... Vi phuong phap thii cong truyén thong, viéc diém danh
béng tryc gidc thudng tén nhidu thoi gian, khong tranh khoi mao danh, sai s6t va doi khi mang lai sw kho
chiu cho nhitng ngudi tham gia diém danh. Ngay nay, voi su phét trién vuot bic cia tri tué nhan tao (Al -
Artificial intelligence), cac hé théng diém danh tw dong bing van tay, méng mét hay khuén mit ngay
cang hoan thién va dang din dugc dua vao sir dung, gitip qué trinh quan Iy nhan su d& dang, nhanh chong
va chinh x4c hon; ddng thoi mang lai sy thoai mai va nang cao hiéu quéa trong céng tic quan Iy con
nguoi.

MB&i khudn mét déu c6 nhiéu dic trung, nhitng phén 15 16m tao nén céc diém nat cua khudn mit. Cong
ngh¢ nhan dién khuén méat c6 kha nang xac dinh, xdc nhan mgt ngudi tir hinh anh ky thuét s6 hoidc tir mot
khung hinh trong video. Pdy 1a phuong phap xac minh danh tinh m¢t nguoi dua vao nhitng déc trung trén
khudn mét cua nguoi do, phan biét dugc ngay ca vdi cac truong hop song sinh [1,2]. Do do, ngoai viée
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ung dung trong diém danh dé quan ly nhan sy, nhan dién khudn mat con 1a su lya chon trong céc linh vuc
an ninh, bao mat, giao dich.

C6 nhiéu phuong phép phat hién khuén mit. Phuong phap Haar-like Adaboost (HA) xac dinh khudn
mit dua trén su két hop cua 4 thanh phén: Haar-like xac dinh déc trung, Integral Image tinh toan cac dac
trung, bo loc Adaptive Boost va Cascade nhim ting toc do phan loai [3]. Phuong phap nay cho két qua
nhan dién nhanh nhung dé& bj anh hudng béi anh sang moi truong xung quanh va chi phi hop véi khudn
mat & goc chinh dién [3,4]. Phuong phap Histogram of Oriented Gradians (HOG) tuy it bi anh hudng boi
4nh sang mdi truong nhung cho két qua khong tét ddi voi mot phan khudn mat bi phii 1dp [5]. Tiép can
Deformable Part Models (DPM), mgt dang ctia m6 hinh Markov an, cling da thu dugc hiéu sut vuot troi,
tuy nhién mé hinh nay yéu cau chi phi tinh toan cao, déc biét 14 trong giai doan huén luyén [6].

Mang no-ron tich chap CNN (Convolutional Neural Networks) 1a mé hinh hoc sau (Deep Learning)
hiéu qua, dugc ding trong nhidu bai toan phat hién va nhén dién khuén mat, phén tich video, anh
MRI,...Hau het cac CNN déu thich hop va giai quyét tét cic bai toan dang ndy [7-9]. Mang MTCNN
duogc phat trién tir CNN [10]. M6 hinh nay cho phép x4c dinh khudn mat & nhiéu goc d6 khac nhau, it bi
anh huong boi anh sing ctia moi trudong xung quanh va nhén dién ngay ca trong truong hop mot phan
khuén khuon mit bi che khuat [10-12].

Trong bai bao nay, ching t6i d& xuét giai phap diém danh ty dong bang cich s dung mé hinh
MTCNN nhim xéc dinh vi tri khuén mét, dong thoi két hop k¥ thuat Triplet Loss dé nhan dién danh tinh
déi tuong diém danh, k& ca trong diéu kién thiéu sang, goc nghiéng hay mot phin khuén mit bi che
khuét. Ky thut cin chinh khuén mit ciing dwoc ap dung nhim gia ting d chinh x4c cta két qua nhan
dién. Viéc diém danh dya trén nhan dién khuon mit dugc thyce hién hoan toan ty dong théng qua hinh anh
nhan duoc tir camera. Két qua nhan dién dugc xudt truc tiép 1én website cua hé théng quan ly sinh vién.

Phén con lai ciia bai bao bao gdm: Phén 2 trinh bay mang CNN, mé hinh MTCNN va k§ thuat Triplet
Loss dugc str dung trong hé théng diém danh nhim phat hi¢n va nhan di¢n khudn mat; Phén 3 dé xuét
giai phap va mé hinh hé théng; két qua thuc nghiém ciing dugc dua ra trong Phan 4; va cudi cing, Phén 5
12 két luan ctia bai bao.

2 Phai hién va nhin dién khuén mat

2.1  Mang no-ron tich chip

Mo hmh hoc sau cua mang no-ron tich chap CNN rit thich hgp cho cac bai toan voi dit ligu 1a anh hodc
video s6. Bdn loai 16p chinh trong CNN gdm (Fig.1)[13]:
— Lép tlch chép (Convolutlonal layer): c¢6 chirc nang phat hién cac dac trung nhu gbc, canh,
mau sic, texture,... ciia d01 tugng thong qua cac b loc.

— Lép kich hoat phl tuyén (Nonlinear layer): dt sau 16p tich chap nhdm dam bao tinh phi tuyén
ctia md hinh huin luyén. Ham PReLU thuong dugc chon dung vi tinh toan nhanh, don gian,
han ché tinh trang triét tiéu gradient va cho két qua tét.

— Lép co (Pooling layer): ndm sau 16p kich hoat phi tuyén, nhim giam kich thuéc cta dnh diu ra
nhung van gitt dugc thong tin quan trong ciia anh vao, gidam thoi gian hudn luyén. Cac 16p
Pooling thuorng dung la Max-pooling va Average-pooling.

— Lép két ndi ddy da (Fully connected layer): tuong tur mang no-ron truyen thong, 16p nay
chuyén ma tran ddc trung & 16p co thanh vector chita xac sut ciia cac dbi tugng can duogc du
doan.
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Fig. 1. M6 hinh mang no-ron tich chap (CNN).

2.2 Phat hién khuén mat ding MTCNN

Mo hinh MTCNN dugc sur dung dé phat hi¢n khuén méat. M6 hinh nay hoat dong theo ba budc, mdi bude
dimg mot CNN riéng, cac CNN nay lan luot la: P-Net, R-Net va O-Net (Fig.2). M&i CNN c6 céu tric
khac nhau, ddm nhiém vai tro khac nhau trong mé hinh. Pau ra cia MTCNN 14 vi tri khudn mit va céc
diém nat trén khudn mat nhu: méit, mii, miéng. CAu tric cu thé va chuc nang cua cac CNN trong
MTCNN nhu sau [10,11] (Fig.2): P-Net (Proposal Network) la CNN véi 3 16p tich chap va 1 16p co,
nhim xéc dinh vung chtra khuon mét; R-Net (Refine Network) 1a CNN v6i 3 16p tich chap, 2 16p co va 1
16p két ndi diy di. R-Net sir dung du ra ctia P-Net dé loai bo céc ving khong phai khudn mat; O-Net
(Output Network) 14 CNN vdi 4 16p tich chép, 3 16p co va 1 16p két ndi ddy du. O-Net sir dung déu ra ciia
R-Net dé dura ra két qua cudi cung vé6i 5 diém nut trén khuén mit, bao gom: 2 diém mit, 1 diém mii va 2
diém khée miéng.

Cone Ixd - on: a3 Conv: 33 face

g clasification face classification |

|
| i Ixixd - I ) 2
| | 1 N i 14 7} boundingbos |
H | regression |
| L | | 4 T |
input &7 gu4q10 EENTRNEEAN Y Facial landmark | npussze o0 dndbedl 3wt 128 [ Facial ndmark |
(B RIE] lacalization

PELREE = localiztion
0

[

fisly

w3 Co
P i MP: 2 conmect (|| Tace classification

- =0T, |
i |
: < W@ = [ Ll bounding box regression
! 4 |
= |

Facial landmark localieation

Conv: 313 Con
]

inpen size

e Tt P chldi 29601

Fig. 2. Kién triic P-Net, R-Net vi O-Net trong md hinh MTCNN [10].

2.3 Nhéin dién khudén mat véi ky thuat Triplet Loss

Sau khi phat hién khuén mat bing MTCNN, tiép theo 1a tién xir Iy va trich chon déc trung ctia anh. Trong
budc nay, mdi anh s& dwoc dwa vao mét CNN di duoc hudn luyén dé trich xuit cac dic trung cua buc anh
d6. Két qua dAu ra cia CNN nay dugc biéu dién dudi dang mot vector dic trung (feature vector). Sau khi
thu dugc vector dic trung, ding kNN, SVM, hodc so sanh khoang cach dé tim “cum” ma vector dic trung
d6 thuge vé, tir d6 suy ra danh tinh, nhan dién ngudi cin diém danh. Trong bai béo nay, chung t6i str dung
k¥ thuét so sanh khoang cach dé do luong sw khac biét gitta hai vector déc trung twong (g vdi hai anh
cua khuén mat. Khoang cach d giira hai vector dac trung x1 va x2 dugc xac dinh nhu sau:

d(x1,x2) = |If (x1) — f(x2)|13 (e))

Trong d6, ham f{x) twong tu nhu phép bién ddi trong 16p két ndi ddy du ciia CNN dé tao tinh phi tuyén
va giam chiéu dit liéu, théng thuong 1a 128. Khi x1va x2 1a ddc trung ciia ciing mot ngudi, khoang cach
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d(x1, x2) s& co6 gia tri nho. Nguoc lai, khi x1va x2 1a dac trung cta hai nguoi khac nhau, khoang cach nay
s€ ¢6 gia tri 16n.

=y Training

Fig. 3. Khoang cach dung triplet loss trudc va sau huan luyén.

Véi mdi birc 4nh dau vao, thong qua viéc do luong sy khac biét tir cong thire (1), md hinh huin luyén
chi hoc duge mot trong hai kha nang 1a sy gidng nhau néu ching ciing mot nhin hodc khac nhau néu
chiing khac nhan, ma khong hoc dugc cung Iuc sy glong va khac nhau trén cting mot luot huin luyén. K§
thuat Triplet Loss cho phép hoc dugc ddng thoi sy gidng nhau glua hai buc anh cung nhan va phan biét
cac birc anh khong cing nhin. Ky thudt nay sir dung ham ham mét mat triplet loss & danh gia khoang
cach gitra cac vector dac trung dai dién cho by ba anh A (Anchor face), P (Positive faces) va N (Negatlve
face). Muc tiéu ciia ham #iplet loss 14 t6i thiéu hoa khoang cach gitta hai anh khi chiing 1a Negative va ti
da héa khoang cach khi ching 1a Positive. Goi a€R" 1a tham s giéi han, ham triplet loss dugc dinh nghia
nhu sau:

I(A, P, N) = max(d(A,P) — d(A,N) + a, 0) o)

Khi huén luyén md hinh véi triplet loss, luén phai xac dinh truée cip anh (A,P) thudc vé cing mot
ngudi. Anh N s& dugce lya chon ngiu nhién tir cic bure dnh thude cic nhén con lai. Nhu vy khi ap dung
triplet loss vao CNN, s& phén bit tdt cac anh Negative rat gibng anh Positive, ddng thoi cac anh thude
cling mdt nhan sé& tré nén gin nhau hon trong khéng gian chiéu euclidean.

3 Piém danh dua trén MTCNN va Triplet Loss

Trong phén nay, chiing t6i d& xuat xay dung hé théng diém danh ty dong f:lua trén m6 hinh MTCNN va
k¥ thuat Triplet Loss dd dugc trinh bay chi tiét & muc 2. So dd hé théng diém danh d& xuit duoc mo ta &
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Fig. 4. So d6 hé théng diém danh ty dong.
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4

Céc cong viéc chinh bao gom:

Thu thép bd dir liéu khudén mit (dataset): st dung webcam ctia may tinh hodc c6 thé 13 hinh
anh tir nhidu ngudn khac nhau. Anh dwogc thu thip cdn dam bao didu kién 4nh sang, cic goc
nhin khac nhau ctia khuén mat.

Phat hién khudn mit tir b dir liéu dnh (face detection): sir dung mé hinh MTCNN nhu da
trinh bay ¢ muc 2.

Ciin chinh Khudn mit (face alignment): sir dung phuong phap cin chinh 2D dya vao cac diém
nut thu dugc sau budc O-Net cua qué trinh phat hi¢n khuén mat dung mé hinh MTCNN. Céac
mbe trén khuén mat (ddc biét 1a ving mét) dugc xoay, dich chuyén va didu chinh ty 18 cua
khuén mit vé ciing mét kich thude.

Trich chon dic trung va gin nhin (pre-train): bd dit ligu khuon mit s& dugc chia theo timg
thur muc twong tng véi hinh anh cua ting ddi twong sinh vién. Hé théng s& tién hanh quét qua
toan b anh trong cac thu muc va tim kiém khudn mit c6 trong anh, cit ldy khudn mit va dwa
kich thudc vé 160x160 pixel. Sau d6 tién hanh trich rat dic trung cta timg khudn mit, ap dung
k¥ thuét Triplet Loss va gin nhan cho timg khuén mt, nhin s& dugc I4y theo tén thu muc chira
anh.

Nhén dién khudén mit (face recognition): sau khi phat hién, can chinh va trich rut dac trung
khudn mat. Cac dac trung nay s€ duge luu vao vector dac trung 128 chiéu d& so sanh véi bo dir
lidu cac ddc trung dd c6 nhim tim ra khuon mét giéng nhit va gin nhin cho anh. V&i mot hé
théng diém danh ty dong nhu trong nha truong, viéc loai trir cac tredong hop diém danh ho hay
di hoc thué la vo cung can thiét. Khuon mét la xut hién trong anh dugc goi la cac “unknown”,
khéng co trong bd dir liéu duge huin luyén tir trude. Ching toi sir dung phép do dé tuong tur
cosine (cosine similarity) d& xac dinh c4c khuén mat “unknown” dua trén ngudng cho phép
(threshold).

Két xuit két qua nhan dang va tich hgp vao website diém danh: khi da nhan dién dugc cac
khudn mat cta sinh vién va loai bo cac khuon mat la, hé théng s€ léy dinh danh ctia khu6n mat
dé tién hanh diém danh véi danh sach sinh vién trong co s dit liéu. Danh sach diém danh cua
sinh vién s€ dugc cdp nhat 1én website cua hé théng quan ly sinh vién mét cach tu dong.

Két qué thwe nghiém

Trong bai bao nay, ching t6i sir dung b dit liéu hudn luyén gdm 4815 hinh anh cta 10 sinh vién vdi s6
lugng anh ctia mdi sinh vién 1a khac nhau, dao déng tir 200 dén 600 anh cho méi sinh vién. May tinh véi
bo xtr 1y Intel core 17-8750H, VGA Nvdia GTX 1050Ti. Thoi gian xtr 1y duge ghi nhan nhu sau:

4.1

Thoi gian hudn luyén: thoi gian cho ca qua trinh phat hién khudén mit, trich xuét déc trung va
huén luyén b¢ dit lidu 1a 2231,3 gidy (= 37,2 phit).

Thoi gian nhin dién: thoi gian trung binh cho mot birc anh bao gdm phat hién khuén mit, can
chinh va nhan di¢n phu thudc vao ) luong khudn mat sut hién trong hinh. Vé&i anh c6 chtra
duy nhit mot khuén mit, thoi gian méit khoang 5 gidy. Véi anh chira 10 khuén mat, méit
khoang 8 gidy.

Sau déy 1a mot s6 két qua thu duoc tir hé thong diém danh tw dong dua trén md hinh MTCNN va ky
thuat Triplet Loss ma chung t6i da ghi nhan duoc trong qua trinh thuc nghiém:

Hiéu qua cia mé hinh MTCNN trong phat hién khuén mit

Fig. 5. Hiéu qué ctia Haar-like Adaboost (a) va MTCNN (b)
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Bing céach thuc hién lan lugt ba bude P-Net, R-Net va O-Net trong md hinh MTCNN, chung t6i d3 phat
hién duoc duge khung hinh va 5 diém nat quan trong trén khuén mit. CAc thong tin thu dugc s& 1a dir lidu
du vao quan trong cho cac bude cin chinh, trich chon dic trung,.. & cac bude tiép theo. Dé thiy dwoc wu
diém ctia m6 hinh MTCNN trong viéc phét hién khuon mt, chung t6i ciing thir véi phuong phap st dung
Haar-like Adaboost [3]. Két qua cho thiy, Haar-like Adaboost chi hidu qua véi cac khuén mat chinh
dién. Trong truong hop mot phin khudn mit bi che khudt (nhu mét kinh ciia sinh vién nit bén phai), hay
v6i goc nghiéng manh (nhu truong sinh vién nam bén trai), Haar-like Adaboost da nhan dién nhim ving
tai, didu nay that su khong t6t khi st dung cho vigc pre-train(Fig.5a). V&i MTCNN, tat ca cac khudn mit
¢6 trong hinh d&u dugc phat hién, ngay ca khuén mat nghiéng hay c6 vat can (Fig.5b)

4.2 Cai thién d¢ chinh xic bing cin chinh khuén mit va k§y thuit Triplet Loss

Chung t6i sir dung phuong phép cin chinh 2D, dya vao hai diém nat 1a tri mat trdi va mét phai thu dugc
tir MTCNN, tinh diém gifra va tién hanh xoay khuén mit sao cho hai mét cing ndm trén hang ngang
(Fig.6).

Fig. 6. Trudc va sau khi can chinh khuén mat

Dé thiy dugc hiéu qua cta can chinh khudn mit trong viée nhan dién, ching t6i da tién hanh thyc
nghiém nhu sau: D6i vi bo dit liéu huin luyén, v6i bo dit liéu 4815 hinh anh cua 10 sinh vién, chung t6i
huén liéu thanh 2 bd dit lidu riéng biét, mot bd can chinh khudén mit truée khi huén luyén, bo con lai sir
dung hinh anh gbc; Pbi voi anh sir dung dé nhan dién, ciing s& thir nghiém 1dn lugt qua can chinh va
khong qua can chinh.

Nhu vay sé€ co 4 truong hop thur nghiém: bo dir li¢u khong, b dir liéu cén chinh, anh nhén dang khong
can chinh, anh nhan dang can chinh. Anh thtr nghiém 1a khuén méat ctia cing mot nguoi trén hai bdi canh
khac nhau vé&: goc chup, do nghiéng ciia khudn mit va diéu kién anh sang (Fig.7). Anh thir nhit co diéu
kién 4nh sang ddy du, goc chup tir dudi 1én, khuon mét nghiéng manh vé bén phai va khong bi che khuét
(Fig.7a), cac két qua thu dwoc thé hién & Table 1. Anh thir hai c6 didu kién 4nh sang tai ving mit twong
d6i kém, goc chup thing, khuén mat twong ddi thing va khong bi che khuat (Fig.7b), cac két qua thu
dugc thé hién & Table 2.

(a)
Fig. 7. Nhan dién khudén mét cua cung mét nguoi trén hai bbi canh khéc nhau vé: gbc chup, do nghiéng cta khuén
mit va diéu kién anh sang

Table 1. Ti 1¢ chinh xac déi v6i nhan dién anh thir nhat (Fig.9a)

Truong  Bo dirliéu khong Bodirliucan  Anhnhandang Anh nhédn dang Tilé
hop cén chinh chinh khong can hinh can chinh chinh xac(%)

1 v v 79.22
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2 v v 82.44
3 % v 74.11
4 v v 85.13

Table 2. Ti 1¢ chinh xac d6i v&i nhan dién anh thtr hai (Fig.9b)

Truong  Bo dirliéukhong Bodirliéucan Anhnhandang Anhnhén dang Tilé
hop cén chinh chinh khong cén hinh can chinh chinh xac(%)
1 v v 88.61
2 v v 91.51
3 v v 74.65
4 v v 87.00

Sau khi thir nghiém vé6i 2 hinh anh qua 4 trudng hop, chung t6i nhan thiy: Véi anh thi nhat, d6 chinh
xéc cao nhit dat dugc trong trudng hop bé dit ligu dd cin chinh va anh nhan dang ciing qua cin chinh
(85.13%). Nhur véy, d6i voi nhitng khuén mit c6 do nghiéng manh, viéc sir dung bo dit liéu da cin chinh
va hinh anh dau vao qua can chinh cho ta két qua t6t nhit. Vi anh thtr hai, do chinh x4c cao nhit dat
duoc trong truong hop b dir liéu khong an chinh va anh nhan dang qua can chinh (91.51%). Nhu vay, co
thé théy bo dir liéu da can chinh khudn médt chua thuc sy hiéu qua véi cac truong hop khuén mét khac
nhau.

43 Tich hop két qua nhan dang vao website diém danh

H
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Fig. 8. Danh sich trudc (a) va sau khi diém danh (b)

Sau khi nhan dién dugc cac khuén mit cta sinh vién va loai bé cac khudn mit la, hé théng sé& ly dinh
danh ctia khuon mat dé tién hanh diém danh v6i danh sach sinh vién trong co sO dit liéu. Danh sach
diém danh ctia sinh vién s€ duoc cap nhat 1én website quan 1y sinh vién mét cach tu dong (Fig.8).

5  Kétluan

Mang no-ron tich chap xép ting da nhiém MTCNN cho phép x4c dinh khuén mit & nhidu goc nghiéng
khéc nhau, ngay ca trong trong diu kién thiéu sang va mot phin khuén mit bj che khuat. Trong bai bao
nay, ching t6i da dé xudt giai phap diém danh ty dong ding mé hinh MTCNN nhidm phat hién khuon
mit, ddng thoi két hop k¥ thuat Triplet Loss dé nhan dién d6i tugng. K thudt can chinh khuén mit ciing
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duoc ap dung nhim gia tang d¢ chinh xac cua nhan di¢n. Két qua thuc nghiém trén hé¢ théng diém danh
dé xudt
— V& kha nang phat hién khuén mdt, hé théng phat hién kha t5t hdu hét cac truong hop, ké ca
trong diéu kién thiéu sang, goc nghiéng, hay co vat che khuit nhu kinh mét,. ..
— V& kha ning nhan dang, hé théng dat két qua tir 80-95% dbi véi cac khudn mit thing va didu
kién anh sang thich hop, dat 70-85% dbi v6i cic khudn mit nghiéng hodc thiéu sang.
- Vékha nang loai trir cac khuén mat “unknown”, Kkét qua dat khoang 50-60% khuén mat la
dugc phat hi¢n trong qua trinh thir nghiém.
Hé théng diém danh hoat déng én dinh. Giao dién duoc xiy dung trén nén web 1a mot loi thé vi tinh
don gian va tién lgi. Khong chi dimg lai & viéc diém danh, hé théng nhan dang khuén mit con co thé
duoc str dung trong cac hé théng m& khoa, thanh toan, hay truy tim tdi pham,...
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